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Abstract

In the past several decades numerous papers studied the problem of salient object detection. Among them, one of the
representative approaches is to use the convex hull prior to find the salient object in the image; and there are many
variants, which are based on the convex hull prior. Most of these works used a single center to construct the convex
hull center prior map. Yet, few attention has been made on the use of multiple centers. In this paper, we suggest a
multi-center convex hull prior based solution for salient object detection. Our method is simple enough to be practical
value. Particularly, our solution also integrates two non-trivial optimizations: one is for obtaining an enhanced global
color distinction prior map, and another is for refining the preliminary saliency map. Extensive experimental results
demonstrate that our solution is effective and also competitive, compared against the classic and also state-of-the-art
saliency detection models.

Keywords: Salient object detection, convex hull prior, multi-center prior map, enhanced global color distinction
prior map, improved Bayesian optimization framework

1. Introduction

Visual saliency [19] is one of the classical ways to find regions of interest in the image. In the past many years,
abundant efforts have been made on salient object detection [20, 37, 33, 4, 30, 53, 56, 11, 60, 74, 57, 40, 46, 72]. The
essence of the salient object detection is to highlight object(s) of interest in the image [33, 53]. Salient object detection
is convenient for subsequent operations in image processing and other domains [56, 18, 25, 31, 61, 62, 66, 63, 64],
and it has been applied to many modern computer vision tasks (e.g., image classification [43], image compression
[18], image retrieval [67], object location [12, 28], image segmentation [41], artificial retinal prostheses [24], visual
attention analysis [36], target tracking [3, 49]). In the literature, existing saliency detection algorithms can be generally
classified into two categories: (i) the top-down approaches [33, 4, 37, 53, 5, 65, 17, 68], and (ii) the bottom-up
approaches [56, 74, 57]. As pointed out in [69], the top-down approaches, including CNN-based deep learning ones,
capture representative high-level features, thereby detecting salient objects of certain sizes and categories; in contrast,
the bottom-up approaches have a wide range of applications because they mainly depend on some low-level visual
features (e.g., color, intensity or orientation) and some prior knowledge (e.g., contrast, compactness, uniqueness or
boundary). In this paper, we focus our attention on the bottom-up models.

The bottom-up approaches have many branches [57, 42, 26, 25, 56], and one of the representative approaches is
the convex hull based approach [32, 14]. A major feature of this approach is to approximately locate the foreground
seeds via points of interest; see e.g., [56, 52, 47, 32, 14, 58, 29, 73]. In these literature, most of works utilized a

Email addresses: Lin6008@126.com (Xiao Lin), wangzhij5@mail.sysu.edu.cn (Zhi-Jie Wang), fishtanx2015@gmail.com (Xin
Tan), fme@gzhu.edu.cn (Mei-E Fang), xiong31@nsuok.edu (Neal N. Xiong), ma-lz@cs.sjtu.edu.cn (Lizhuang Ma)

Information Sciences



(a) (b) (c) (d)

Figure 1: Example of two objects/targets in the image. From left to right: (a) input image; (b) ground-truth; (c) the convex hull and the single
center; (d) the saliency map via the single center.

single center to construct the convex hull center prior map, while few efforts have been taken to use multi-centers.
We observe that, in many images there are multiple targets/objects, the convex hull generated based on these targets
could be the polygon with a large span in some direction, or the similar cases; see Fig. 1, for example. Essentially, for
images in which only a single target/object exists, the above phenomenon could be also appeared, as shown in Fig. 2.
The single-center convex hull based algorithms in these cases could fail to highlight the salient object effectively (see
Figs. 1(d) and 2(d)), since it always assigns the high scores to the regions close to the center of the convex hull.

Inspired by the reasons above, in this paper we suggest a Multi-Center Convex Hull prior based solution, dubbed
as MCCH, for short. The central contribution of our solution is the construction of the multi-center prior (MCP) map,
which serves as the foreground prior map and is to be integrated with the background-based map in the subsequent
steps. The difficulty to construct the MCP map is on how to find appropriate centers in the convex hull. To attack
this challenge, we propose a dynamic k-center algorithm that can assist us to find appropriate centers, in terms of the
number of and the locations of centers. Besides, we also present two non-trivial optimizations below.

The first optimization is used for constructing a more robust global color distinction prior (GCDP) map1, which
severs as the background prior map. This optimization is motivated by an insight into the existing methods for
constructing the GCDP map [40]. In brief, existing methods construct the GCDP map by grouping superpixels in
boundaries into three clusters and then construct three GCDP maps. Instead, we construct four different GCDP maps
based on four boundaries, respectively. The intuition behind our method is that, the background often presents the
local or global consistence with one or some of four boundaries. Particularly, we further improve the four GCDP
maps by fully utilizing the convex hull obtained in previous steps. Later, these four (optimized) GCDP maps are to be
merged into a robust GCDP map in a natural manner.

The second major optimization is used for refining the saliency result obtained by integrating the MCP and GCDP
maps (a.k.a., foreground and background prior maps). Our optimization method is tailored for addressing the limita-
tion of existing Bayesian optimization framework, improving the quality of the saliency result directly. The rationale
behind our method is to assign larger weights for superpixels in the convex hull region, even if the colors in these
superpixel regions are similar to that in the background, and then employ the Bayesian formula to calculate the final
saliency map.

The novelty and the contributions of this paper are as follows:

• We suggest a multi-center convex hull prior based solution framework for saliency detection (Section 4).
• We present a dynamic k-center algorithm that serves as the core of the MCP map construction (Section 5). To

our knowledge, this is the first work suggesting the use of MCP map based solution for saliency detection.
• We refine existing methods for constructing the GCDP map (Section 6), and present an improved Bayesian

optimization framework to refine the initial saliency map (Section 7).
• We conduct extensive experiments to demonstrate the effectiveness and superiorities of our proposed model

(Section 8).

In the next section, we review previous works most related to ours.

1Sometimes, one may also call it the global color distinction (GCD) map. In the rest of the paper, these two terminologies are
used alternatively, unless stated otherwise.

2



(a) (b) (c) (d)

Figure 2: Example of one object/target in the image. From left to right: (a) input image; (b) ground-truth; (c) the convex hull and the single center;
(d) the saliency map via the single center.

2. Related work

As mentioned before, in the literature existing saliency detection algorithms can be generally classified into two
categories: (i) the top-down approaches [33, 4, 53]; and (ii) the bottom-up approaches [56, 74, 57, 40, 46]. Our work
generally belongs to the second branch. In what follows, we mainly review prior works in this branch.

Regarding the bottom-up approaches, some of papers mainly consider the foreground prior, and then generate
the final saliency maps based on the chosen foreground seeds (see e.g., [57, 42, 26, 25, 56]). This line of methods
can be further classified into several categories below: (a) the center prior based methods, which are more likely
suitable for detecting the salient object that appears at the center of the image, see e.g., [57, 46, 27]; (b) the low-
ranking matrix based methods, which usually represent the input image as a low-ranking matrix, and define the salient
objects as the sparse noises in a certain feature space, see e.g., [42, 38]; (c) the focusness prior based methods, which
leverage the fact that a salient object is often photographed in focus to attract more attention, see e.g., [26, 21]; (d) the
objectness likelihood map based methods, which utilize the probability map to locate the foreground seeds, see e.g.,
[25]; and (e) the convex hull based methods, which approximately locate the foreground seeds via points of interest,
see e.g., [56, 52, 47]. Compared with these works (mentioned just now), our work considers both the foreground and
background priors, and thus is different from theirs. Among these works, the ones most similar to ours are [56, 52, 47],
since both our paper and theirs utilized the convex hull to find the foreground seeds. Note that, although these works
utilized the convex hull to find the foreground seeds, (i) none of these works suggested the use of multi-center model,
which is one of our major contributions; and (ii) again, these works did not utilize the background priors, which are
used in our work.

It is worth noting that there are still some works (see e.g., [32, 14]) in which they consider both the foreground
and background priors, and also utilize the convex hull based technique for finding the foreground seeds. Note that,
they distinguish the foreground and background regions by the learning-based algorithms. Yet, our paper utilizes
the color contrast to distinguish them, and thus different from theirs. One could argue that, existing works (e.g.,
[58, 29, 73]) used also the color contrast to differentiate the foreground and background regions. Yet, these works
did not well consider the fact — the color contrast based method could restrain the foreground regions (whose colors
are similar or same to some background regions). In our paper, we alleviate this limitation by suggesting targeted
optimization strategies. Also, all these works mentioned before did not cover the multi-center convex hull prior. In
this regard, they are also different from ours. This article is an extension of the conference version [54]. In the
article, we present a comprehensive review of prior works, a more complete description on the proposed method, and
a more comprehensive experimental comparison. We believe that these new added materials/elements are useful to
the potential readership.

3. Preliminaries

For ease of understanding the rest of the paper, this section reviews some terminologies and concepts. The fre-
quently used notations are summarized in Table 1.
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Figure 3: Example of constructing the convex hull. From left to right: (a) input image; (b) Rprev; (c) Rimpr; (d) Rprev ∩ Rimpr .

B Constructing the convex hull. Many previous works (e.g., [56, 73]) developed the algorithms for constructing
the convex hull, based on points of interest in the image. The latest method [73] is a variant of some early methods.
Since our paper shall use this algorithm to construct such a convex hull, we next briefly review this algorithm. Denote
by C the convex hull to be constructed. It is computed as

C = Rprev ∩ Rimpr (1)

where ∩ denotes the intersection set of two closed regions, as shown in Fig. 3(d); Rprev is the convex hull region
constructed by early methods, whereas Rimpr is another convex hull region that is different from Rprev usually. The
general steps of constructing Rprev can be described as follows. It first uses the color boosted Harris point operator
[48] (a.k.a., an improved version of the Harris detector [16]) to find points of interest in an input image. Then, it
eliminates some points near to the image boundaries, and computes a region (i.e., Rprev) that encloses all the remaining
points of interest, as shown in Fig. 3(b). Compared to Rprev, Rimpr is obtained by a revision to the above steps.
Specifically, it first utilizes the low-pass filter to smooth the input image, and then uses the Harris detector to find
points of interest and gets the corresponding convex hull, as shown in Fig. 3(c).

B Global color distinction prior map. In existing literature, many bottom-up methods utilize the image boundaries
as the background seeds. Recently, [40] proposed the global color distinction prior (GCDP) map to achieve more
optimal background prior map. The general steps for constructing the GCDP map are as follows. It first segments the
input image into a number of (e.g., N) superpixels by the simple linear iterative clustering (SLIC) algorithm [2], and
then groups the superpixels (in the image boundaries) into k(= 3) clusters. Based on these clusters, it constructs three
different GCDP maps. Finally, these different GCDP maps are integrated into a single GCDP map, by summarizing
them with corresponding weights.

B Bayesian optimization framework. Recently, the Bayesian formula has been used to obtain the saliency map
with a high quality [56]. This optimization framework can be generally described as follows. It first estimates the

Table 1: Notations and their meanings

Notation Description Notation Description

C the convex hull nm the number of superpixels in the m boundary

c the centroid of C Gm the mth GCDP map

r the convex hull centroid radius S m,i spi’s saliency value in Gm

Np the number of points of interest in C w(i, j) the color similarity between spi and sp j

η the coverage ratio G the final GCDP map

s the overlap size S bg
i spi’s saliency value in the final GCDP map

ι the overlap degree wi the superpixel region weight

τη (τι) the threshold for η (ι) ci the feature vector of spi in CIELab color space

spi the ith superpixel pw(·|·) the weighted observation likelihood

xi (yi) the mean horizontal (vertical) coordinates of spi p(·|·) the observation likelihood

S f g
i spi’s saliency value in the MCP map v the pixel in an image
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Figure 4: Architecture of our solution. It consists of three major parts: the MCP map construction (see 1©), the enhanced GCDP map generation
(see 2©); and the improved Bayesian optimization framework (see 3©).

approximate saliency region by constructing the convex hull [56]. Then, based on the estimated region, it formulates
the saliency detection as a Bayesian inference problem for estimating the posterior probability at each pixel v of the
image. Let p(sal|v) denote the probability of predicting a pixel v be salient. It is computed as

p(sal|v) =
p(sal)p(v|sal)

p(sal)p(v|sal) + p(bg)p(v|bg)
(2)

where p(·) denotes the probability, p(sal) is the prior saliency distribution, p(v|sal) is the likelihood of observations;
other symbols have similar meanings.

4. Solution overview

An overall architecture of our solution is shown in Fig. 4. Generally speaking, our solution contains three major
phases as follows.

B Phase 1©. The main goal in this phase is to obtain the MCP map (which serves as the foreground prior map, and
shall be integrated with the background prior map, in order to generate the preliminary saliency map). The difficulty
in this phase is on how to choose k centers appropriately; we develop a dynamic k-center algorithm that contributes
to alleviating this challenge. At a high level, the work-flow in this phase can be stated as follows. We first construct a
convex hull that approximately estimates the saliency regions, and then use Harris algorithm [48] to find some points
of interest in the convex hull region. Based on these points of interest, the clustering algorithm and some targeted
strategies, we develop a dynamic k-center algorithm to choose a set of k centers (which will be used to construct the
MCP map). We observe that, these k-centers could be not uniformly distributed in the convex hull region; to alleviate
this issue, we suggest using different weighting coefficients for different centers in the final step of the MCP map
construction. Notice that, regardless of multiple objects or single object in the image, our solution can work correctly
and effectively.

B Phase 2©. This phase is mainly to construct a more robust GCDP map (which serves as the background prior
map). Essentially, this phase is an optimization on existing methods for generating the GCDP map. Our optimization
can be viewed as a fusion of two ideas: (i) using separately each side of image boundaries to construct enhanced
GCDP maps; and (ii) utilizing fully the convex hull (obtained before) to further optimize the enhanced GCDP maps.
The main observation motivating the first idea is that, the background often presents the local or global consistence
with one or some of four boundaries; while the intuition behind the second idea is that, the convex hull obtained before
can enclose most or even all the foreground regions, and so assigning higher scores to the convex hull regions can
weaken some noises in the foreground.

B Phase 3©. The MCP and GCDP maps obtained before can be immediately integrated into the saliency map,
and the existing Bayesian optimization framework can improve the quality of the generated saliency map. Yet, we
realize that some superpixel regions in the foreground, whose colors are similar to that in the background, could

5



(a) (b) (c) (d)

Figure 5: Our result compared with the original result. From left to right: (a) input image; (b) saliency result via single-center [58]; (c) our result;
(d) ground-truth.

be restrained when one uses the existing Bayesian optimization framework. In this phase we suggest an improved
Bayesian optimization framework to refine the generated saliency map (a.k.a., the preliminary saliency map). Overall,
this framework can be viewed as a refinement to the existing framework. The rationale behind our optimization is to
assign larger weights for superpixels in the convex hull region even if these superpixel regions’ colors are similar to
that in the background. Note that, although some ideas (e.g., utilizing the convex hull obtained previously) in the last
two phases seem to be similar, they work at different levels: one is for the background prior map, while another works
on the preliminary saliency map; and thus they are different in essence.

Our solution framework is easy-to-understand and implement, while the MCP map together with two optimiza-
tions collaboratively contributes to substantial improvements, as demonstrated in Section 8. In the subsequent sections
(Sections 5 ∼ 7), we discuss the main steps of our model in detail, respectively.

5. Constructing MCP map

As we mentioned in Section 1, the single-center convex hull based methods could assign the high scores to the
background regions near to the center, and could restrain the saliency regions which are near to the boundary of the
convex hull. This nature may lead poor results, recall Figs 1(d) and 2(d); or, see directly Fig. 5(b). To address
this issue, we propose to construct the prior map using multiple centers (say k), where k is an integer. For ease of
presentation, we call it multi-center prior (MCP) map. This technique can significantly improve the quality of saliency
results, as shown in Fig. 5(c). In what follows, we present the details on how to construct the MCP map.

We first use an existing algorithm [73] to construct a convex hull, say C. This convex hull shall approximately
determine the location of and also the contour of the salient object. We then use the classic and widely used Harris
algorithm [48] to find some points of interest in the convex hull region. Assume, without loss of generality, that there
are Np points of interest (found by Harris algorithm). Next, we choose a set of k centers dynamically, based on these
points of interest and some targeted strategies. For clarity, we call this algorithm dynamic k-center algorithm.

For ease of understanding the dynamic k-center algorithm, we first clarify several important concepts. Let nl be
the number of edges of C, and let c denote the centroid of C. In addition, for the ith edge li, we denote by dist(li, c)
the distance between the edge li and the centroid c. The convex hull centroid radius, denoted by r, is defined as

r = argmini∈[1,nl](dist(li, c)) (3)

In addition, given a set S n of n points in the convex hull C, the coverage ratio of S n in C, denoted by η, is defined
as

6



Algorithm 1 k-center
Input: Np points (i.e., the initial centers), the convex hull centroid radius r, the convex hull C
Output: updated Np points // where the value Np could be also updated

1: Initialize d, ε and τι;
2: compute η and ι; // Eqs. 4 and 7
3: Let τη = d ∗ η;
4: while ι ≥ τι do
5: set N′ = [Np/2];
6: group Np points into N′ clusters;
7: compute η and ι using the centers of N∗ clusters;
8: replace Np points with the centers of N′ clusters and set Np = N′;
9: return Np points;

η =
α(C ∩ (

⋃n
i=1 �(i, r + ε)))
α(C)

(4)

where α(·) denotes the area of a geometry, �(i, r + ε) denotes a circle whose center is the ith point (in S n), and is with
the radius r + ε. Note that, here ε is a parameter used to alleviate a too small radius. In our paper, we set ε as follows.

ε = argmini, j∈[1,Np],i, j(dist(PIi, PI j)) (5)

where PIi and PI j denote two different points of interest.
Similarly, given a set S n of n points in the convex hull C, the overlap region size, denoted by s, is defined as follows.

s =

n−1∑
i=1

n∑
j=i+1

α(�(i, r + ε) ∩ �( j, r + ε)) (6)

where ∩ denotes the intersection set of two circles. Based on s, we define the overlap degree, denoted by ι, as follows.

ι =
s

n∑
i=1
α(�(i, r + ε))

=
s

n × α(�(i, r + ε))

(7)

Let τη and τι be two thresholds used for η and ι, respectively. The pseudocodes of the dynamic k-center algorithm
are shown in Algorithm 1. Specifically, it first uses the set of Np points of interest as the initial centers. It computes
η and ι based on the above equations, and sets τη = d ∗ η, where d ∈ [0, 1]. In our paper, the parameters τι and d are
empirically chosen and set to 0.85 and 0.4, respectively. Then, it checks whether ι is less than τι, where τι ∈ [0, 1]. If
so, the algorithm terminates and returns these Np points as the centers. Otherwise, it uses k-means algorithm [15] to
group these Np points into bNp

2 c clusters, and uses the centers of these bNp

2 c clusters to compute “new” η and ι. This
iteration terminates until one of the following two conditions is satisfied: (i) ι < τι, or (ii) η < τη. Assume, without
loss of generality, that our algorithm terminates after i times iterations, it shall return bNp

2i c centers. In other words,
k = b

Np

2i c. Note that, the intuition behind the above algorithm is to select appropriate (i.e., k) points, based on points of
interest, such that these k points can cover the convex hull C as much as possible (notice: each point associated with a
circle), while the overlap degree of these circles should be small. Figure 6 shows an example of the iterative process
of our algorithm above.

We are ready to generate the multi-center prior (MCP) map, based on the obtained k centers. One can observe
that, these k centers obtained before could be not uniformly distributed in the convex hull C. To alleviate this issue, we
attempt to give different weights for different centers (when we construct the MCP map). The weights are computed
as follows.
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(a) (b) (c)

Figure 6: Example of the iterative process: (a) the overalap degree ι is larger than the threshold τι, and set τη = d × η, where η is the coverage ratio
and τη is the threshold used for the subsequent iterations; (b) the overlap degree ι is still larger than the threshold τι, and the coverage ratio η is
larger than the threshold τη; (c) the overlap degree ι is smaller than the threshold τι, although the coverage ratio η is still larger than the threshold
τη; notice that, the green part denotes it is not covered.

We first construct a k × k matrix M, based on the distance of each pair of centers. That is,

M = [dist(i, j)]k×k (8)

where i, j ∈ [1, k], and dist(i, j) denotes the distance between the ith and jth centers. Then, for each column in M, we
accumulate all the values, getting a vector V. That is,

V = {

k∑
i=1

dist(i, 1),
k∑

i=1

dist(i, 2), ...,
k∑

i=1

dist(i, k)} (9)

We normalize the vector V, and then use the values in V as the weighting coefficients of different centers, respectively.
Finally, we obtain the MCP map by processing each superpixel spi as follows (notice: the essence of the equation
below is to assign the saliency scores to each superpixel region in the image, which is similar to that in [58]).

S f g
i =

1
k

k∑
j=1

v j × e
(−

(xi−x j )2

2δ2x
−

(yi−y j )2

2δ2y
)

(10)

where v j denotes the jth item in V; xi (resp., yi) denotes the mean horizontal (resp., vertical) coordinates of spi; δx

(resp., δy) denotes the horizontal (resp., vertical) variance; in our paper we set δx = δy = 0.5, unless otherwise stated.
We would like to point out that, our construction method developed above can also alleviate the issue that multiple

objects are with different textures. For example, consider two objects in the image: an object is with the complex
texture while another is very smooth. In this case, it is highly possible that most of points will locate on the object
with complex texture, which will lead this object more highlighted, if our construction method is not used. In contrast,
with the help of our construction method, this issue can be alleviated appropriately. To explain, see the example shown
in Fig. 7; although the left object has more points of interest at the initial stage (cf., Fig. 7(a)), our dynamic k-center
algorithm may choose only a point located on the left object as the final center (cf., Fig. 7(d)). This way, two objects
can still be highlighted uniformly.

6. A more robust GCDP map

In this section, we present an optimization method that can allow us to construct a global color distinction prior
(GCDP) map with a better quality. For short, we call it an enhanced GCDP map. Generally speaking, our optimization
method can be viewed as a fusion of two ideas: (i) using separately each side of image boundaries to construct
enhanced GCDP maps; and (ii) utilizing fully the convex hull (obtained before) to further optimize the GCDP maps.
We next address more details.

It can been seen that existing methods (see e.g., [40]) usually group the superpixels in all boundaries into three
clusters and then construct three different GCDP maps, based on these clusters. This method could incur poor results;

8



(a) (b) (c) (d)

Figure 7: Illustration of two objects with different texture structures. The “left” object has more points of interest, while the “right” object has less
points of interest. All these points of interest are found by Harris algorithm. The “blue” polygon denotes the convex hull constructed by existing
algorithms. (a) the initial stage, here these points can be grouped into 4 clusters; (b) the centers of four clusters are looked as the new points,
respectively; (c) four new points are further grouped into 2 clusters; (d) the centers of two clusters are looked as the new points, and assume that
the algorithm in this step satisfies the termination condition, these two points shall be the output of our dynamic k-center algorithm.

see e.g., Fig. 8(c). Instead, in this paper we construct four different GCDP maps respectively, based on four bound-
aries. The intuition behind this idea is that, the background often presents the local or global consistence with one or
some of four boundaries. Specifically, we do as follows.

Assume, without loss of generality, that there are N superpixels in the image, and the number of superpixels in the
mth boundary is nm (m ∈ [1, 4]), our method constructs the mth GCDP map, denoted by Gm, as follows.

Gm = [S m,i]1×N (11a)

S m,i =
1

nm

nm∑
j=1

1
w(i, j) + β

(11b)

where the element S m,i denotes the saliency value of superpixel i in the mth GCDP map; w(i, j) = exp(− ‖ci,c j‖

2δ2
1

), it
measures the color similarity of the ith and jth superpixels. In our paper the balance parameters δ1 = 0.2 and β = 10,
respectively. Our method above (i.e., utilizing four boundaries) is inspired by [59], but different from theirs, since
they use Manifold ranking to construct the side-specific map, while we use Eqs. 11a and 11b to construct the GCDP
map.

It is not hard to see that, the saliency result based on the GCDP map above, could still not well highlight some
superpixel regions, whose colors are similar to that in the image boundaries; see e.g., the center part in Fig. 8(d). To
alleviate this issue, we further optimize the above map by fully utilizing the convex hull obtained previously (recall
Section 5) to restrain the saliency of superpixel regions outside C and highlight the saliency of superpixel regions
inside C. This optimization can be achieved by revising Eq. 11b, and can further improve the quality of the result, as
shown in Fig. 8(e).

Specifically, we do as follows. For each superpixel spi we first compute a value, denoted by Di, as follows.

Di =


ϕ1

nm∑
j=1

(1 −
1

w(i, j) + β
) spi ∈ RF

ϕ2

nm∑
j=1

1
w(i, j) + β

spi ∈ RB

(12)

where ϕ1 and ϕ2 denote two weight factors, which are set to 0.8 and 0.2; RF (resp., RB) denotes the regions inside
(reps., outside of) the convex hull C. Then, we integrate Di into Eq. 11b, obtaining the following enhanced version.
That is,

S m,i =
1

nm
(

nm∑
j=1

1

e
(−
‖ci ,c j‖

2δ21
)
+ β

+ Di) (13)
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(a) (b) (c) (d) (e)

Figure 8: Our result compared with the original result: (a) input image; (b) ground truth; (c) saliency result based on the original GCDP map [40];
(d) saliency result based on our proposed model but without using idea (ii), recall the beginning of Section 6; (e) our result.

Finally, we merge all the four GCDP maps, obtaining the final GCDP map, denoted by G, as follows.
G = [S bg

i ]1×N (14a)

S bg
i =

4∏
m=1

S m,i, i ∈ [1,N] (14b)

where the element S bg
i denotes the saliency value of the ith superpixel in the final GCDP map.

Remark that, the method in [50] can be immediately used to integrate our MCP and GCDP maps. Specifically, for
each superpixel spi, let S i denote the saliency value (of the ith superpixel region) after integration. It is computed as
follows.

S i = S f g
i × (1 − e(−λS bg

i )) (15)

where S f g
i and S bg

i have the same meanings with that in Eqs. 10 and 14a respectively, and λ is a balancing factor.
Following [50], in our experiments λ is set to 6, unless otherwise stated.

7. Refining preliminary saliency map

While the integration method mentioned before can work correctly, the edges of the salient object could be not well
preserved [56]. Previous works (e.g., [56, 55]) have attempted to further improve the saliency map via the Bayesian
optimization framework. This optimization framework not only addresses the issue above, but also suppresses the
background noise outside of the saliency region, to some extent. Yet, it ignores another issue: some superpixel
regions (in the foreground), whose colors are similar to that in the background, could be also restrained; see e.g., Fig.
9(c). To address this issue, in this paper we suggest an improved Bayesian optimization framework, which achieves
the better result, as shown in Fig. 9(d). The rationale behind our method is to assign larger weights for superpixels in
C even if the colors in these superpixel regions are similar to that in the background, and then employ the Bayesian
formula to compute a refined saliency map. Specifically, we do as follows.

Firstly, for each superpixel spi, we define the superpixel region weight, denoted by wi, as follows.

wi =

 e−gi , i f spi ∈ RF

e−(gi+u), i f spi ∈ RB
(16)

where u ∈ (0, 2) is a parameter used to balance the size of the exponent item, in our experiments it is empirically set
to 1; and gi is computed as

gi =
1

N1

N1∑
j1=1

Norm(‖ci, c j1‖)

+ (1 −
1

N2

N2∑
j2=1

Norm(‖ci, c j2‖))

(17)
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(a) (b) (c) (d)

Figure 9: Our result compared with the original result: (a) input image; (b) ground truth; (c) original Bayesian framework saliency map [56]; (d)
our result.

where N1 (resp., N2) is the number of superpixels in RF (resp., RB), ci (resp., c j1) is the feature vector of a superpixel
spi (resp., sp j1 ) in “CIELab color space”, ‖ci, c j1‖ refers to the distance of two vectors, and Norm(‖ci, c j1‖) is obtained
as follows. (Remark: Norm(‖ci, c j2‖) is obtained similarly.)

Norm(‖ci, c j1‖) =
‖ci, c j1‖ − ‖ci, c j1‖min

‖ci, c j1‖max − ‖ci, c j1‖min
(18)

where ‖ci, c j1‖max refers to argmax j1∈[1,N1](‖ci, c j1‖) (i.e., the maximum one among all the ‖ci, c j1‖ where j1 ∈ [1,N1]),
and ‖ci, c j1‖min refers to argmin j1∈[1,N1](‖ci, c j1‖). The above normalization can be also viewed as a normalization of
conventional Euclidean distance according to the image content. It is worth noting that, Eq. 16 essentially implies
that, the region outside the convex hull shall be assigned relatively small weights. To some extent, this could suppress
some background noises, improving the quality of the saliency map, from another perspective.

Second, for each superpixel region spi we compute the “weighted” observation likelihood in terms of the back-
ground and foreground, respectively. That is,

pw(spi|sal) =
wi∑

sp j∈sal w j
(19a)

pw(spi|bg) =
wi∑

sp j∈bg w j
(19b)

where sal (resp., bg) denotes the foreground region RF (resp., background region RB); pw(si|sal) (resp., pw(si|bg))
refers to the weighted observation likelihood of the superpixel spi in sal (resp., bg.)

Then, for each pixel v in the image, we compute the observation likelihood as follows.
p(v|sal) =

∑
spi∈sal

pw(spi|sal)p(v|spi) (20a)

p(v|bg) =
∑

spi∈bg

pw(spi|bg)p(v|spi) (20b)

where p(v|spi) is the observation likelihood of pixel v in the superpixel spi, p(v|sal) (resp., p(v|bg)) is the observation
likelihood of the pixel v in sal (resp., bg).

The final step is the same as that in [56, 55], it constructs the final saliency map by Bayesian formula as described
in Eq. 2.
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8. Experimental evaluation

This section first describes the evaluation metrics, the datasets, and the compared methods, and then covers the
experimental results.

8.1. Metrics, datasets, and methodologies

In this paper, we mainly use three evaluation metrics as follows:

• Precision-recall (P-R) curve. Following prior works [56, 40], we obtain the P-R curve by binarizing the saliency
map, using thresholds in the range [0, 255]. Here the precision value, denoted by pv, refers to the ratio of salient
pixels correctly assigned to all the pixels of extracted regions; and the recall value, denoted by rv, refers to the
percentage of detected salient pixels with regard to the ground-truth number.

• F-measure. It is a comprehensive evaluation, and is computed as Fm =
(1+ϕ2)·pv·rv
ϕ2·pv+rv

, where ϕ2 is set to 0.3, as the
same as that in [40].

• Mean absolute error (MAE). It is the average distinction between the saliency map and the ground-truth, re-
vealing the similarity between the saliency map and ground-truth. Denote by ε the MAE, it can be computed
as ε = 1

na

∑na
i=1|S(pi) −G(pi)|, where na is the number of all pixels in the image, S(pi) (resp., G(pi)) denotes the

information of the ith pixel from the saliency map (resp., the ground-truth).

We evaluate the algorithms based on seven widely used datasets in saliency detection field. They are:

• SED2 [35]. It contains 100 images, in which each image is with two targets/objects.
• ASD [2]. It contains 1,000 images. This dataset is relatively simple, yet is widely used in almost all methods.
• MSRA-5000 [33]. It contains 5,000 comprehensive source images with accurate masks, and covers a lot of

scenarios such as flowers, animals, etc.
• THUS [44]. It contains 10,000 images, labelled with pixel-wise ground truth masks.
• ECSSD [57]. It contains 1,000 semantically meaningful but structurally complex images.
• THUR [7]. It contains 6,000+ images which usually contain complex backgrounds.
• PASCAL [10]. It includes 1,500 images with pixel-wise ground truth masks.

We mainly compare our proposed solution with two sets of algorithms. They are:

• Various convex hull-based saliency detection algorithms, including XL11 [55], GR [58], LMLC [56] and MS
[47].

• Other classical and/or state-of-the-art saliency detection methods, including MAP [44], RBD [74], SF [39],
PCA [35], IT [19], DSR [27], RC [8], HS [57], GC [9], FT [1], CA [13], GMR [59], SVO [6] and LPS [25].

8.2. Comparing with convex hull based algorithms

This section focuses on examining the performance on the SED2 dataset, in which the images are usually with
two targets2.

Fig. 10 shows the comparative results of our algorithm and existing convex hull-based saliency detection algo-
rithms. On one hand, from Fig. 10(a) we can see that, the P-R curve of our method dominates the ones of other convex
hull based algorithms3. This demonstrates the effectiveness of our solution.

On the other hand, from Fig. 10(b) one can see that our MAE (resp., F-measure) value is the smallest (resp.,
largest) one, among all these convex hull based algorithms4. This further verifies the effectiveness of our proposed
algorithm.

12



0 0.2 0.4 0.6 0.8 1
0

0.2

0.4

0.6

0.8

1

XL11
GR
LMLC
MS
Ours

Recall

P
re

ci
si

on

(a)

0

0.2

0.4

0.6

0.8

1

Our
s

M
S

LM
LC GR

XL1
1 

 

Precision Recall F MAE

(b)

Figure 10: Comparison results of various convex-hull based methods
over SED2. The curves in these figures denote the P-R curves.

0 0.2 0.4 0.6 0.8 1
0

0.2

0.4

0.6

0.8

1

IT
FT
CA
RC
SVO
SF
PCA

GC
DSR
HS
GMR
RBD
LPS
MAP
Ours

Recall

P
re

ci
si

on

(a)

0

0.2

0.4

0.6

0.8

1

Our
s
M

AP
LP

S
RBD

GM
R HS

DSR GC
PCA SF

SVO RC CA FT IT
 

 

Precision Recall F MAE

(b)

Figure 11: Comparison results of other methods and our proposed
method over SED2. The curves denote the P-R curves.

8.3. Comparing with other algorithms
This section compares our algorithm with other state-of-the-art algorithms, using the dataset above (i.e., SED2).

Fig. 11 shows the comparative results.
We can see from Fig. 11(a) that, the P-R curves of our algorithm is above the curves of all these competitors,

although the P-R curves of some algorithms are close to ours. This essentially reflects the competitiveness of our
proposed algorithm.

In addition, we can see from Fig. 11(b) that, the F-measure value of our method is the largest one among all these
algorithms. This further demonstrates the competitiveness of our method. Also, it can be seen from Fig. 11(b) that,
the MAE value of our algorithm is less than the ones of these competitors. This demonstrates that, (on average) the
saliency results generated by our algorithm are more close to the ground truth masks.

All these results consistently show us that the proposed algorithm can perform well on the SED2 dataset, in which
the images are with multiple objects. Essentially, this indirectly reflects that the MCP map is helpful for salient object
detection over images with multi-targets.

8.4. Performance results on other datasets
To achieve a more comprehensive validation on our proposed solution, this section conducts extensive tests using

more datasets. In what follows, we first summarize the similarities about the performance results on these several
datasets, and then analyze results on different datasets, respectively.

Fig. 12 shows the results on six widely used datasets. There are three common features: (i) the P-R curve of our
algorithm is above all (or almost all) the P-R curves of these competitors; (ii) the MAE of our algorithm is smaller
than all (or almost all) these competitors; (iii) the F-measure of our algorithm is larger than all (or almost all) these
competitors. Essentially, these evidences validate the competitiveness of our algorithm. We now examine the results
on these datasets, separately.

B ASD. Besides three features mentioned before, we also note that, the P-R curve of our algorithm is highly close
to that of RBD [74] (see Fig. 12(a)), and the precision and F-measure of our algorithm are superior than that of
RBD (see Fig. 12(b)). Combining these facts together, one can easily understand that, as a whole, our algorithm can
perform well over simple datasets like ASD.

B ECSSD. Figs. 12(c) and 12(d) show the results over the ECSSD dataset. Note that, the F-measure value of
our algorithm is the largest one among all these algorithms. We can get that, on the whole our algorithm is pretty
promising for the datasets like ECSSD, in which the images are semantically meaningful but structurally complex.

B MSRA-5000. Figs. 12(e) and 12(f) present the results over the MSRA-5000 dataset. Note that, the F-measure
value of our algorithm is the largest one, and the MAE value is the smallest one. These phenomena confirm that
our algorithm is very competitive for the MSRA-5000 dataset, in which different kinds of contents are included,

2Note that, convex hulls constructed from multiple targets have the high probabilities to be polygons with the large spans, recall Section 1.
3Remark that, when two algorithms are compared each other, the algorithm whose P-R curve is located at the above is usually more superior

[46].
4By the large, usually the larger (resp., smaller) the F-measure (resp., MAE) value is, the better the algorithm is. More information about the

relation between the algorithm performance and the MAE (or F-measure) please see prior works (e.g., [74, 40]).
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Figure 12: The results on various datasets. From left to right: (a-b) the ASD dataset; (c-d) the ECSSD dataset; (e-f) the MSRA5000 dataset; (g-h)
the PASCAL dataset. (i-j) the THUR dataset; (k-l) the THUS dataset. The curves in these figures denote the P-R curves.
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(a) (b) (c) (d) (e) (f) (g) (h) (i) (j) (k) (l) (m) (n)

Figure 13: The saliency maps obtained based on different methods: (a) input images; (b) IT; (c) CA; (d) PCA; (e) SF; (f) GC; (g) HS; (h) GMR; (i)
MS; (j) RBD; (k) MAP; (l) LPS; (m) Ours; and (n) GT (ground-truth).

the background is usually large while the salient object is relatively compact, and the color contrast between the
foreground and background is small.

B PASCAL. Figs. 12(g) and 12(h) cover the results over the PASCAL dataset. One can see that, the F-measure
value of our algorithm is the largest one among these algorithms. This verifies the effectiveness of our algorithm, since
the F-measure evaluates the performance of algorithms in a more comprehensive way [40, 74, 46]. In other words,
these results demonstrate that our algorithm can perform well for the datasets like PASCAL, in which the images are
with complicate backgrounds and the objects/targets in the images have complex shapes.

B THUR. For the THUR dataset, one can observe that the F-measure value of our algorithm is the highest one
among all these algorithms (see Fig. 12(j)). This shows that the proposed solution performs well on the THUR
dataset, to some extent. However, we have to point out that, our algorithm is slightly inferior to DSR on this dataset
(i.e., THUR), especially when the recall value is larger than 0.6 (see Fig. 12(i)). The reason could be that the THUR
database contains many images with some unique features (e.g., serious background noise), rendering us hard to
get relatively precise convex hull and thus weakening the performance of our method. This fact demonstrates that
there is still some improvement space for us to further enhance the proposed algorithm. In the future, we are ready to
develop other new techniques (or optimization strategies) to further improve the performance. We leave this interesting
research topic as our future work.

B THUS. Figs. 12(k) and 12(l) show the results over this dataset. On one hand, the F-measure value of our
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(a) (b) (c) (d)

Figure 14: From left to right: (a) input image; (b) ground-truth; (c) without using the MCP map; (d) our solution.

algorithm is the highest among all these algorithms. On the other hand, one can observe that, in terms of MAE, our
algorithm is inferior than RBD; yet, our MAE value is very close to that of RBD. Note that, the MAE value is only
one of the quantitative evaluations (let alone qualitative evaluation). Overall, all these facts show that our algorithm
performs well on the THUS dataset, which is a large-scale benchmark dataset, and each image in the dataset has an
unambiguous salient object.

8.5. Saliency maps obtained based on various methodologies
To evaluate our algorithm qualitatively, this section covers representative saliency maps obtained based on various

methods. The results are shown in Fig. 13. Note that, in the saliency maps the bright pixel-regions indicate that they
are assigned with high saliency values.

It is not hard to understand that, these competitors have their unique merits. For example, the CA approach
uses global clues to estimate the saliency regions; it can generate high saliency values on the boundaries of saliency
regions (e.g., the 3rd row). The PCA method uses colors and high-level cues to identify the unique pattern; it is
helpful to detect the whole saliency regions (e.g., the 9th row). The SF method uses the contrast-based saliency
measure; it is helpful to differentiate the foreground and background (e.g., the 7th row). The GC method employs
color and spatial contrasts; it benefits to finding small salient objects (e.g., the 10th row). The HS method uses a
hierarchical model to find salient objects; it can work well for images with complex structures (e.g., the 3rd row). The
GMR model uses the graph-based manifold ranking to process the similarity of the image elements; it can efficiently
highlight saliency regions (e.g., the 8th row). The MS method uses multi-scale analysis and integrates the Bayesian
framework to improve the quality of saliency maps (e.g., the 7th row). The RBD method uses a principled optimization
framework to integrate multiple low-level cues; it can obtain clean and uniform saliency maps (e.g., the 6th row). The
MAP algorithm exploits the relationship between the saliency detection and the Markov absorption probability; it can
perform well for images with complex patterns (e.g., the 6th row). The LPS method achieves saliency detection via
label propagation; it can detect salient objects even from low contrast foreground and cluttered background (e.g., the
2nd row).

Clearly, these methods mentioned above have also their limitations. For example, some foreground regions similar
to the backgrounds are mistaken as the backgrounds for most competitors (see e.g., the 1st and 8th rows); the saliency
regions are only partially detected for some competitors (e.g., the 9th row). In summary, they cannot perform well for
all kinds of images. In this regard, our method has also the limitation (e.g., see the 4th and 12th rows, the background
noises are not suppressed sufficiently).
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Table 2: Ours vs. baselines (bsl1: without using the MCP map; bsl2: without using the enhanced GCDP map; bsl3: without using
improved Bayesian framework)

PPPPPPPPMethod
Metric

F MAE Precision Recall

BSL1 0.8611 0.0727 0.8604 0.9347
Ours 0.8917 0.0436 0.8786 0.9843

BSL2 0.9872 0.0458 0.9952 0.9620
Ours 0.9952 0.0304 0.9957 0.9939

BSL3 0.9021 0.0584 0.8697 0.9752
Ours 0.9245 0.0439 0.9113 0.9737

Yet, we would like to emphasize that, the overall performance of our method is still competitive. For example,
for images in which some pixels’ colors in the foreground are extremely similar to that in the background, our model
can favourably highlight these pixels, as shown in the 1st, 2nd, 8th and 9th rows. Also, one can observe that, for
images in which the objects’ colors are black and the background patterns are sophisticated, most of methods cannot
highlight the salient object efficiently, while our model can accurately highlight the salient object, as shown in the
3rd, 4th and 7th rows. In addition, for images in which the color contrast between the foreground and the background
is large while the object is relatively dim, most of methods cannot highlight the salient object uniformly, our model
achieves relatively good effects, as shown in the 5th and 6th rows. Last but not least, for images containing multiple
objects, some competitors highlight only one of the objects, others could fail to detect the entire salient objects, while
our model not only accurately detects all the objects but also highlights them properly, achieving satisfactory saliency
maps, as shown in the 10th and 11th rows.

In summary, all these evidences mentioned above consistently show that our model is effective and also competi-
tive, compared with the classic and state-of-the-art saliency detection models.

8.6. Effectiveness of proposed techniques/strategies

In this section, we verify the effectiveness of the proposed model, from another perspective. Recall previous
sections, we present three major techniques and/or optimization strategies: (i) a multi-center prior (MCP) map; (ii) a
more robust global color distinction prior (GCDP) map; and (iii) an improved Bayesian optimization framework. To
evaluate the effectiveness of each technique, we replace it with the traditional technique, and then compare it against
our proposed solution.

B Multi-center prior map. For ease of validating the effectiveness of this multi-center prior map, we compare
our proposed solution with the following baseline method (known as BSL1): we use the method in [73] to construct
the convex hull, and then use the algorithm in [58] to construct the single-center prior map; the rest of steps are the
same as our proposed model. Fig. 14 reports the saliency results generated by this baseline method and our proposed
solution (notice: Table 2 summarizes the quantitative results of representative images, for reference). It can be seen
that, although the baseline method employs other two optimizations (i.e., the enhanced GCDP map and the improved
Bayesian optimization framework), the saliency maps generated by this baseline method is obviously inferior to that
of our proposed solution. Specifically, the baseline method highlights some parts of the saliency region, while other
parts in the saliency region are not well highlighted. In contrast, our proposed solution highlights the saliency region
uniformly, compared with the baseline method. Moreover, one can observe that, for the baseline method, some
background regions that are near to the center of the “highlighted” saliency region are also highlighted (see e.g.,
the first and fourth rows in Fig. 14). Yet, our method overcomes this limitation. This essentially demonstrates the
effectiveness of our MCP map that assigns different weights for different centers, avoiding over-highlighting some
parts.

B Enhanced global color distinction prior map. In this set of experiments, we compare our method with the
following baseline method (known as BSL2): it generates the multi-center prior map using our proposed technique,
and then uses existing algorithms [40] to construct the GCDP map; the rest of steps are the same as our proposed
method. Fig. 15 shows the comparison results (Table 2 summarizes the quantitative results, for reference). It is not
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(a) (b) (c) (d)

Figure 15: From left to right: (a) input image; (b) ground-truth; (c)
without using the enhanced GCDP map; (d) our solution.

(a) (b) (c) (d)

Figure 16: From left to right: (a) input image; (b) ground-truth; (c)
without using the improved Bayesian framework; (d) our solution.

Table 3: Comparison of running time

Method IT CA PCA SF GC HS GMR MS RBD LPS Ours

Time 0.2151 32.3432 3.2575 0.1642 0.0316 0.4072 0.4113 2.6534 0.1713 1.0762 0.8224

Code M M+C M+C C C C M M M M M+C

hard to see that, for the saliency maps generated by the baseline method, some parts in the saliency region are still
dark (see e.g., the second row in Fig. 15(c)). Essentially, one can see (cf., Fig. 15(a)) that, the colors in these parts are
either similar to the background, or significantly different from other parts in the saliency regions, incurring that the
baseline method cannot highlight these parts. In contrast, our proposed model can favourably highlight these parts,
demonstrating the effectiveness of the enhanced GCDP map.

B Improved Bayesian optimization framework. We compare our proposed solution with the following baseline
method (known as BSL3): it uses the method in [73] to estimate the approximate saliency region, and employs the
Bayesian optimization method in [56] to obtain the final saliency result. We remark that, other steps (e.g., computing
MCP map and enhanced GCDP map) are same to our proposed solution. Fig. 16 depicts the saliency results obtained
by these two methods (Table 2 summarizes the quantitative results, for reference). From this figure we can see that,
compared with the saliency maps generated by this baseline method, the saliency maps generated by our solution
further suppress the noises located in the saliency regions. Also, one can observe that, for some images with complex
backgrounds (e.g., the second row in Fig. 16), the baseline method cannot well suppress the background noises, while
our solution achieves relatively satisfactory results. This implies that the improved Bayesian optimization framework
can bring us an extra benefit — further suppressing background noises, as mentioned in Section 7.

8.7. Running time

We compare the average running time of our algorithm against that of representative algorithms and state-of-the-
art algorithms. In our test, all experiments are conducted on a PC with 3.50 GHz CPU and 32 GB RAM. The dataset
used in our test is ASD [2]. Table 3 covers the comparison results, in which “M” means “Matlab”, and “C” means
“C/C++”; the time unit is in seconds, and the average running time refers to the time used to process each single
image. It can be seen that our algorithm consumes relatively less time (i.e., no more than 1 sec). Combining the
superiorities validated in previous sections, on the whole our proposed solution is competitive.

8.8. Discussion

As we mentioned earlier, our method belongs to bottom-up models [56, 74, 57, 40, 46]. In the field of saliency
detection, there is a common sense, as pointed out in [69], “the bottom-up model has a wide range of applications
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Table 4: Other Results

Method ELD RFCN DCL UCF GBR NLDF Amulet Ours

F 0.771 0.832 0.810 0.818 0.824 0.831 0.763 0.658

MAE 0.121 0.118 0.115 0.116 0.107 0.099 0.098 0.167

because it mainly depends on some low-level visual features (e.g., color, intensity or orientation) and some prior
knowledge (e.g., contrast, compactness, uniqueness or boundary). On the contrary, top-down models, including CNN-
based deep learning ones, capture representative high-level features, thereby detecting salient objects of certain sizes
and categories. In general, their performance is better than that of bottom-up models. However, top-down methods
often need the time-consuming training process.”

We also basically agree the above common sense. For example, Table 4 summarizes the F-measure values and
MAE values on the PASCAL dataset, with regard to several deep learning based methods, including ELD [22], RFCN
[51], DCL [23], UCF [71], GBR [45], NLDF [34], Amulet [70]. From this table it can be seen that this line of methods
obtain higher F-measure values and lower MAE values, which are better than our results. In addition, the infer time of
these deep learning based solution is pretty small (e.g., NLDF consumes only about 0.081 seconds for a single image
on average, Amulet consumes only about 0.062 seconds for a single image on average). On the other hand, we also
observe that most of deep learning based methods take a long time to train their models (e.g., GBR [45] consumes 12
hours on an NVIDIA GTX-1080Ti GPU and an Intel E5-2630 CPU processor, DCL [23] consumes 25 hours on an
NVIDIA Titan Black GPU and a 3.4GHz Intel processor, UCF [71] consumes 23 hours on an NVIDIA Titan X GPU
and an i7-4790 CPU, NLDF consumes about 9 hours on NVIDIA Tian X GPU, Amulet consumes about 16 hours
on a NVIDIA Titan X GPU and an i7-4790 CPU). These phenomena essentially further validate the common sense
mentioned above.

9. Conclusions

In this paper, we proposed a new convex hull prior based saliency detection method. The central idea of our
method is to dynamically select k centers to construct a multi-center prior map. Besides, our solution also integrates
two non-trivial optimizations that advance existing techniques. We conducted extensive experiments to validate the
effectiveness of our proposed solution. Experimental results demonstrate that our proposed solution is competitive
and attractive, compared against many classical and/or state-of-the-art saliency detection algorithms. In the future, we
would like to adapt our solution as well as other state-of-the-art techniques to specific applications such as visualiza-
tion navigation and volume visualization.
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