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Saliency detection has been a hot topic in the field of computer vision. In this paper, we propose
a novel approach that is based on multiscale segmentation and fuzzy broad learning. The core
idea of our method is to segment the image into different scales, and then the extracted features
are fed to the fuzzy broad learning system for training. More specifically, it first segments the
image into superpixel blocks at different scales based on the simple linear iterative clustering (SLIC)
algorithm. Then, it uses the local binary pattern (LBP) algorithm to extract texture features, and
computes the average color information for each superpixel of these segmentation images. These
extracted features are then fed to the fuzzy broad learning system (FBLS) to obtain multiscale
saliency maps. After that, it fuses these saliency maps into an initial saliency map, and uses the
label propagation algorithm (LPA) to further optimize it, obtaining the final saliency map. We have
conducted experiments based on several benchmark datasets. The results show that our solution
can outperform several existing algorithms. Particularly, our method is significantly faster than
most of deep learning based saliency detection algorithms, in terms of training and inferring time.
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1. INTRODUCTION

In the big data era, social images and video data can be
found everywhere, and the amount of such data is growing
sharply. It is time-consuming to deal with such a huge image
data. Usually, users could be interested in a fraction of
information for most of images. As such, it is important to
extract important information from images, since extracting
such information can benefit to many important applications
such as image retrieval, visual tracking, etc. [1, 2, 3, 4,
5, 6, 7, 8]. Visual saliency (known as saliency detection)
is one of the classical ways to find regions of interest in
the images. Particularly, to date, there are a large bulk
of works that address the problem of saliency detection
[9, 10, 11, 12, 13, 14, 15].

Traditional saliency models are generally based on low-
level information of the image, such as color, background,
texture, edge and spatial position. The first saliency
detection model based on the low-level information was
proposed by Itti et al. [16]. In this model, the input
image is decomposed into three channels: intensity, color
and direction, and then the center-surround contrast is
used to find the saliency region. After that, many low-
level information based saliency detection models were
developed, such as the global-to-local saliency detection

FIGURE 1: An example of the saliency maps generated by
our proposed approach and several existing saliency models.
From (a) to (h): source image, ground-truth (GT), ours, GS
[20], GMR [19], HS [21], RC [22], wCtr* [23].

framework [17], superpixel segmentaion based method [17,
18, 19]. However, this line of methods may not achieve
the strong performance (as shown in Fig. 1), since low-
level information cannot fully reflect the internal/underlying
structure of the image.

On the other hand, deep neural network [24, 25, 26] can
extract many high-level semantic information of images,
greatly increasing the number of features. Thus, it is
usual that deep learning based saliency detection models can
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FIGURE 2: Framework of our solution.

achieve stronger performance than the traditional saliency
detection algorithms [27, 28, 29, 25]. In this line of
methods, although deep neural networks can greatly improve
the effectiveness of saliency detection, their complex
frameworks usually rely on high-performance computers,
and easily incur the extremely long training processes.

To alleviate the issues mentioned above, we propose a
novel method for saliency detection. The framework is
shown in Fig. 2. In brief, we first use the simple linear
iterative clustering (SLIC) algorithm [30] to segment the
image at different scales, in order to effectively retain the
structural integrity. Then, we use the local binary pattern
(LBP) algorithm [31] to extract the texture features of
the superpixel, and we compute the average value of the
superpixel on (R, G, B) channels. We then combine the
color information with the extracted texture information
as the features of the superpixel block. Later, we take
the superpixel features of images as the input, and feed
them to a fuzzy broad learning system (FBLS) [32] to
obtain multiscale salient maps. The FBLS can allow us
to incorporate the idea of the incremental learning, which
only need to increase the new data, fuzzy subsystems
and/or enhancement nodes, without the need of re-training
the whole dataset starting from scratch. The FBLS
reduces the need for high-performance computers and
also greatly reduces the training time, compared against
deep learning based saliency detection models. After
obtaining the multiscale saliency maps, we fuse them into
an initial saliency map, and further use the label propagation
algorithm (LPA) [33] to optimize it, obtaining the final
saliency map. Our proposed model is superior to some
existing methods in accuracy (see Fig. 1 for an illustration),
and is superior to most of deep learning saliency detection
models in terms of model training and inferring time. To
summarize, this paper makes the following contributions:

• We propose a novel saliency detection model. Our
model takes full use of the low-level information of the
image at different scale, which allows us to effectively
retain the structural integrity. Meanwhile, it leverages
the fuzzy broad learning structure to achieve better

training and inferring efficiency.
• We conduct extensive experiments based on various

datasets. The experimental results demonstrate that
our model can outperform several state-of-the-art
algorithms in terms of accuracy, while it can achieve
shorter training and inferring time, compared against
many deep-learning based saliency detection models.

The rest of this paper is organized as follows. Section
2 reviews the related work. In Section 3, we present our
proposed solution in detail. Section 4 presents experimental
results and discussions. We conclude the paper in Section 5.

2. RELATED WORK

In the past decades, various saliency detection models
were developed. Generally, these models can be classified
into two categories: (1) the low-level information based
models [9, 10, 11, 12, 13, 17, 18, 19]; and (2) the high-
level semantic information based models [14, 15, 24, 26].
As for the first line of methods, they significantly leverage
the low-level information features of images, e.g., color,
texture, and contour. As an example, Xie et al. [12]
developed a method that detects the rough contour of the
salient object by using the Harris corner detection algorithm,
which significantly leverages the color information in the
image. However, this line of methods may not achieve the
strong performance, since low-level information could not
fully reflect the internal/underlying structure of the image,
as pointed out in [34, 15]. To alleviate the limitation
of relying only on the low-level information features, the
high-level semantic information based models were heavily
developed in recent several years [27, 28, 29, 25]. Many
deep learning based saliency detection models generally
belong to this branch, which leverage the high-level features
of the images in various manners. For example, Li et
al. [29] proposed a multiscale deep learning method for
saliency detection. Luo et al. [25] proposed a non-local
deep learning model for saliency detection. The line of
methods capture representative high-level features, thereby
detecting salient objects of certain sizes and categories more

THE COMPUTER JOURNAL, Vol. ??, No. ??, ????



SALIENT OBJECT DETECTION BASED ON MULTISCALE SEGMENTATION AND FUZZY BROAD LEARNING 3

precisely. A major drawback of this line of methods could
be that they usually suffer too much time for training their
models, since excessive parameters need to be trained via
extensive datasets. Compared against the methods above,
our paper suggests a multiscale fuzzy broad learning model
for saliency detection, our model leverage the merits of
fuzzy broad learning system, which can achieve favorable
detection performance, while it has faster training time
than many state-of-the-art deep learning based models, as
demonstrated in Section 4.

We remark that, SLIC [30] is an excellent and stable
algorithm for image segmentation. It is a k-means based
local clustering on pixels in LAB color space1, which can
cluster adjacent pixels with similar features into one block.
In existing works there are already many saliency detection
algorithms (including traditional and deep learning based
ones) incorporated it [35, 12, 13]. An obvious benefit of
using SLIC algorithm in saliency detection is that, it can
simplify the calculations of the rest steps, greatly improving
the computation efficiency [35, 12]. In addition, it also
benefits to effectively retaining the structural integrity [12,
13]. Inspired its superiorities, in our model we also integrate
this algorithm. Nevertheless, compared against existing
saliency detection algorithms that use SLIC, our model is
obviously different from theirs, since all those models did
not use the FBLS.

As for the FBLS, it combines/integrates the Takagi-
Sugeno (TS) fuzzy system [32] on basis of broad learning
system (BLS) [36, 37, 38]. The BLS is a framework that
can replace the structure of deep learning [38, 37, 36].
The strong points of BLS are that, it can alleviate the
troubles/issues (e.g., long training time) caused by a large
number of parameters in deep learning based models. Unlike
deep learning models, which consist of the variable structure
and the stack of neuron layers, the BLS is constructed
by neurons, which are composed of feature nodes and
enhancement nodes. They do not need to stack layers in
deep, but only need to expand in broad and get weights by
calculating pseudo-inverse. To fusion TS fuzzy system with
BLS, the FBLS replaces the feature nodes in BLS with a
group of TS fuzzy subsystems, and then the intermediate
outputs (generated by all fuzzy subsystems) are sent to
the enhancement nodes as a vector connection for further
nonlinear transformation. The final output is generated by
combing the inputs from both the fuzzy subsystem and the
enhancement nodes. Since the FBLS saves the adjustment
process of sparse autoencoder in BLS, it reduces the
complexity of the structure and improves image recognition
performance [32]. On the other hand, compared against
the TS fuzzy system, it has fewer rules and shorter running
time, and it works better. Particularly, even for the high-
dimensional input data, it can also perform well. Inspired by

1It is one of the most popular color spaces (e.g., RGB, CMYK,
HSV, YUV) for measuring object colors. The full name of “LAB
color space” is “CIELAB color space”, defined by the International
Commission on Illumination (CIE) in 1976. More information
please refer to https://www.xrite.com/blog/lab-color-space.

these merits, in our paper we attempt to leverage FBLS for
saliency detection.

3. OUR SOLUTION

3.1. Training via FBLS

We need some preprocessing operations before training
our model. We first discuss the preprocessing operations,
and then show the details of the training process.

3.1.1. Preprocessing for Training
Before training FBLS, if the format of the image dataset

does not meet our requirements, we need to preprocess
the image dataset [39]. The method for preprocessing the
training set is as follows. Firstly, SLIC is applied to several
different scales. Let Npixel be the number of pixels of the
image, and Ksuper be the desired number of superpixels. In
SLIC algorithm, the surrounding pixels of clustering center
are moved based on the distance similarity measure:

dlab =
√
(lk− li)2 +(ak−ai)2 +(bk−bi)2

dxy =
√
(xk− xi)2 +(yk− yi)2

DS = dlab +
κ

S
dxy

(1)

where DS is the sum of the lab distance and the xy plane
distance normalized by the grid interval S; the variable κ is
a parameter, which can be used to control the compactness of
a superpixel. The larger the value of κ is, the more compact
the clustering is.

Then, the average color of R, G, and B channels of each
superpixel is extracted. Meanwhile, the LBP algorithm
is used to extract the texture features of each superpixel,
and finally all information extracted from each superpixel
is pulled into a one-dimensional vector. The dataset then
becomes a matrix of all the superpixel information for all
the images. The corresponding truth value is to classify
the corresponding superpixel block of each image, where
”1” represents that the superpixel block belongs to the
foreground and ”0” represents that the superpixel block
belongs to the background. The preprocessed data can be
fed to FBLS for training, which is equivalent to the binary
classification of each superpixel block.

3.1.2. Training
We use the preprocessed image dataset and the corre-

sponding ground truth maps for training. That is, the in-
put data is X = (x1,x2, ...,xN) ∈RN×M , and the ground truth
maps Y . The overall structure of our training model is shown
in Fig. 3.

In our model, we use the first-order Takagi-Sugeno (TS)
fuzzy subsystem (see the left part of Fig. 3). It is used
to map the input data xs = (xs1,xs2, ...,xsM),s = 1,2, ...,N
to the i-th fuzzy subsystem with ki fuzzy rules. Fig. 4
plots the framework of the first-order TS fuzzy subsystem.
Note that, each subsystem shall produce two results: (1) the
intermediate output vector Zsi (cf., the dashed rectangle in
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FIGURE 3: The structure of our training model. It
contains input and output layers. The input layer contains
n fuzzy subsystems and p enhancement nodes. The fuzzy
subsystems and the enhancement nodes are connected to the
output layer through the weight W .

Fig. 4), and (2) the output vector Fsi (cf., the top of Fig. 4).
Later, we will show more details on how to obtain them.
I Obtaining Zsi and Fsi. As for each fuzzy rule, it shall
produce two elements: (1) temporal vector zi

sk, and the
weighted fire strength ω i

sk. Formally, they are computed as
follows (see Equations 2 and 3).

zi
sk = f i

k(xs1,xs2, ...xsM) =
M

∑
t=1

α
i
ktxst (2)

where k = 1,2, ...,ki is the fuzzy rule of the i-th fuzzy
subsystem, and α i

kt is a coefficient that is uniformly
distributed on [0,1].

ω
i
sk =

M
∏

t=1
µ i

kt(xst)

∑
ki
k=1

M
∏

t=1
µ i

kt(xst)

(3)

where µ i
kt(x) refers to the Gauss membership function,

which is computed as

µ
i
kt(x) = e

−
(

x−ci
kt

σ i
kt

)2

(4)

where ci
kt denotes the center of Gauss membership function

for the fuzzy subsystem. A set of clustering centers can be
obtained by processing the training dataset via the k-means
algorithm. In addition, σ i

kt is an integer.
With the above two elements, we can get the intermediate

output vector Zsi (cf., the dashed rectangle in Fig. 4) of the
i-th fuzzy subsystem as follows.

Zsi = (ω i
s1zi

s1,ω
i
s2zi

s2, ...,ω
i
skizi

ski) (5)

Similarly, we can obtain the output vector Fsi. It is
computed as

Fsi = (
ki

∑
k=1

ω
i
skλ1, ...,

ki

∑
k=1

ω
i
skλC) (6)

where λc = ∑
M
t=1 δ i

kcα i
ktxst ,c = 1,2, ...,C, where c means the

dimension corresponding to the training target. To reduce

FIGURE 4: The structure of the first-order TS fuzzy
subsystem.

the total number of parameters in the training process,
Equation 6 can be further decomposed as:

Fsi =
M

∑
t=1

α
i
ktxst(ω

i
s1, ...,ω

i
ski)

 δ i
11 . . . δ i

1C
...

...
δ i

ki1 . . . δ i
kiC

 (7)

To this step, we have shown how to obtain (1) the
intermediate output vector Zsi and (2) the output vector Fsi,
using the TS fuzzy subsystem (cf., Fig. 4). Next, we show
how to obtain Fn, Zn, and H p shown in Fig. 3.
I Obaining Fn, Zn, and H p. For all training samples, the
output matrix of the i-th fuzzy subsystem is computed as:

Fi = (F1i,F2i, ...,FNi)
T , DΩ

i
δ

i ∈ RN×C (8)

where

D = diag{∑
M
t=1 α

i
ktx1t , ...,∑

M
t=1 α

i
ktxNt},

Ω
i =

 ω i
11 . . . ω i

1ki

...
...

ω i
N1 . . . ω i

Nki

 ,

δ
i =

 δ i
11 . . . δ i

1C
...

...
δ i

ki1 . . . δ i
kiC

 .

So, for all n fuzzy subsystems, the output can be computed
as:

Fn =
n

∑
i=1

Fi =
n

∑
i=1

DΩ
i
δ

i

= D(Ω1, ...,Ωn)

 δ 1

...
δ n


, DΩ∆ ∈ RN×C

(9)

where Ω = (Ω1, ...,Ωn) ∈ RN×(k1+k2+...+kn) and ∆ =

((δ 1)T , ...,(δ n)T )T ∈ R(k1+k2+...+kn)×C.
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Algorithm 1 The Training Process of FBLS

Input: Training samples (X ,Y ), numbers of fuzzy rules ki,
n fuzzy subsystems, p enhancement nodes groups.

Output: The connecting weight of FBLS
1: Set σ i

kt = 1, and initialize the coefficient α i
kt in [0,1];

2: while i <= n do
3: Use k-means algorithm to calculate ki clustering

centers of training data X .
4: Initialize the gaussian member function with σ i

kt = 1
and ki clustering centers.

5: for s = 1; s≤ N do
6: Calculate Zsi using Eq. 5;
7: Calculate Fsi using Eq. 7;
8: end for
9: Obtain Zi using Eq. 10;

10: Calculate Fi using Eq. 8;
11: i = i+1;
12: end while
13: Obtain Zn using Eq. 11;
14: for j = 1; j ≤ p do
15: Randomly generate Wj and β j;
16: Calculate H j = ϕ j(ZnWj +β j);
17: end for
18: Obtain H p using Eq. 12;
19: Obtain Fn using Eq. 9;
20: Calculate the pseudoinverse A+ = (λ I +AAT )−1AT ;
21: return W = A+Y ;

Similarly, for all training samples, the intermediate output
matrix of the i-th fuzzy subsystem can be computed as

Zi = (Z1i,Z2i, ...,ZNi)
T ∈ RN×ki

, i = 1,2, ...,n. (10)

So, for all n fuzzy subsystems, we can obtain the
intermediate output Zn (cf., the right arrow in Fig. 3), which
connects to the enhancement layer. It is computed as

Zn = (Z1,Z2, ...,Zn)
T ∈ RN×(k1+k2+...+kn), i = 1,2, ...,n.

(11)
With Zn, we use the nonlinear transformation in the

enhancement layer (with p groups of enhancement nodes)
to obtain the output H p (cf., the right dashed rectangle in
Fig. 3) of the enhancement layer. It is defined as

H p = (H1,H2, ...,Hp) ∈ RN×(E1+E2+...+Ep) (12)

where H j ( j = 1,2, ..., p) is computed as

H j = ϕ j(ZnWj +β j) ∈ RN×E j (13)

where E j is the number of neurons in the j-th group of
enhancement nodes, Wj and β j are the weight and bias
terms of the intermediate output Zn (of the fuzzy subsystem
mapped to the enhancement layer), respectively; and ϕ(·) is
a nonlinear transformation.

I Putting All Together. Finally, after obtaining the output of
all fuzzy subsystems and enhancement nodes, we can get the

Algorithm 2 Incremental Learning

Input: Training samples (X ,Y ), the initial weight W .
Output: Updated weight Wn+1

1: while Model’s accuracy does not meet the requirement
do

2: Obtain Zn+1 using Eq. 18;
3: for j = 1; j ≤ p do
4: Randomly generate Wj and β j;
5: Calculate H j = ϕ j(Zn+1Wj +β j);
6: end for
7: Obtain An+1 = [A|Zn+1|H p

n+1];
8: Calculate the pseudoinverse of An+1 using Eq. 21;
9: end while

10: Update the initial weight W by Eq. 23;
11: return Wn+1 =W ;

final output Y of FBLS as follows:

Y = [F1,F2, ...,Fn|[ϕ1(ZnW1 +β1), ...,ϕp(ZnWp +βp)]W h]

= [Fn|H pW h]

= [DΩ∆|H pW H ]

= [DΩ|H p]

[
∆

W h

]
= AW

(14)

where A = [DΩ|H p], W =

[
∆

W h

]
, W h is the mapping

coefficient from the enhancement layer to the final output
layer. Note that, Y in the training phase is the ground truth.
Our goal in the training phase is to train W in Eq. 14. In
other words, by Eq. 14, we can obtain the coefficient matrix
W using the pseudoinverse calculation. That is,

W = A+Y (15)

where A+ is computed as

A+ = (AT A)−1AT (16)

We remark that, the pseudo-inverse calculation is
somewhat time-consuming, we can use the following
method [36, 37, 38] to optimize the calculation. That is,

A+ = lim
λ→0

(λ I +AAT )−1AT (17)

where λ is an equilibrium factor. By combing Eqs. 15 and
17, we can get the weight W . The overall process of training
FBLS is summarized in Algorithm 1.
I Incremental Learning. For our model, it is flexible to
train newly added data, or to use additional enhancement
nodes and fuzzy subsystems. We can use the incremental
way to reconstruct the model. In what follows, we address
how to perform the incremental learning by adding fuzzy
subsystems (remark: the incremental learning by adding
training samples or enhancement nodes can be handled
similarly).
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FIGURE 5: The fusion of multiscale saliency maps is to
merge different superpixel blocks in the same region, so as
to better maintain the integrity of the object structure.

Without loss of generality, assume that the intermediate
output of the additional fuzzy subsystem is Zn+1. It can be
defined as follows:

Zn+1 = (Z1,Z2, ...,Zn,Zn+1)
T (18)

Similarly, the intermediate output Zn+1 is fed into the
enhancement layer. Then, the output of the enhancement
layer becomes H p

n+1 = (H1,H2, ...,Hp), where H j is
computed as

H j = ϕ j(Zn+1Wj +β j), j = 1,2, ..., p (19)

So, we can obtain a new matrix An+1 as follows:

An+1 = [A|Zn+1|H p
n+1] (20)

Also, we can calculate the pseudoinverse. It can be described
as:

(An+1)
+ =

[
(A)+−DBT

BT

]
(21)

where D= (A)+[Zn+1|H p
n+1], C = [Zn+1|H p

n+1]−AD, and BT

is represented as

BT =

{
(C)+ if C 6= 0
(DT D+1)−1DT (A)+ if C = 0 (22)

Finally, for the additional fuzzy subsystem, the coefficient
W of the model can be updated as follows:

Wn+1 =

[
W −DBTY

BTY

]
(23)

The overall process of incremental learning is shown in
Algorithm 2.

3.2. Generating Saliency Map

As for test phase, the input image is also segmented at
different scales, by using SLIC algorithm. These superpixel

Algorithm 3 Generate the Initial Saliency Map

Input: Input X , numbers of fuzzy rules ki, fuzzy
subsystems n, enhancement nodes E j and enhancement
node groups p.

Output: The initial saliency map
1: Set σ i

kt = 1, and initialize the coefficient α i
kt in [0,1];

2: Initialize k in k-means algorithm with ki clustering
centers;

3: while i <= n do
4: Initialize the gaussian member function with σ i

kt = 1
and k clustering centers.

5: for s = 1; s≤ N do
6: Calculate Zsi using Eq. 5;
7: Calculate Fsi using Eq. 7;
8: end for
9: Obtain Zi using Eq. 10;

10: Calculate Fi using Eq. 8;
11: i = i+1;
12: end while
13: Obtain Zn using Eq. 11;
14: for j = 1; j ≤ p do
15: Randomly generate Wj and β j;
16: Calculate H j = ϕ j(ZnWj +β j);
17: end for
18: Obtain all enhancement node groups H p using Eq. 12;
19: Obtain Fn using Eq. 9;
20: Calculate Y using Eq. 14;
21: Obtain the corresponding output image; //i.e., an initial

saliency map
22: return the initial saliency map;

segmentation maps with different scales are used as the
input of our multiscale fuzzy broad learning system. In
this phase, saliency maps with different scales are to be
generated, respectively, Assume that k different scales are
used, we can denote these generated initial saliency maps
as I1

scale, I
2
scale, ..., I

k
scale. The overall process of generating an

initial saliency map is shown in Algorithm 3.
Then, we can fuse these initial saliency maps as follows:

I = I1
scale⊗ I2

scale⊗ ...⊗ Ik
scale (24)

Fig. 5 shows the rationale of multiscale fusion process. Fur-
thermore, we observe that the contrast between foreground
and background in the fused image I could be not obvi-
ous, as shown in Fig. 6(c). To further improve the quality
of saliency map I, we use the label propagation algorithm
(LPA) [33] as the post-processing, which can strengthen the
contrast between foreground and background, as shown in
Fig. 6(d).

4. EXPERIMENTS

In this section, we first describe our experimental setup
(Section 4.1), and then cover the experimental results and
discussions (Section 4.2 ∼ 4.3).
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TABLE 1: The training process on the MSRA-5000 dataset with incremental learning.

N f s Nen MAE
Additional

Training Time (s)
Accumulative

Training Time (s)
Additional

Test Time (s)
Accumulative
Test Time (s)

10 100 0.29 2.3325 2.3325 0.3643 0.3643
10−→ 20 100−→ 300 0.23 2.1211 4.4454 0.2611 0.6254
20−→ 30 300−→ 500 0.19 2.8406 7.2942 0.3525 0.9779
30−→ 40 500−→ 700 0.16 3.9348 11.2290 0.4688 1.4466
40−→ 50 700−→ 900 0.14 5.0429 16.2719 0.3554 1.8020
50−→ 60 900−→ 1100 0.14 5.9883 22.4602 0.4330 2.2350
60−→ 70 1100−→ 1300 0.13 7.0116 29.4718 0.4596 2.6946
70−→ 80 1300−→ 1500 0.13 9.1372 38.6090 0.4121 3.1067
80−→ 90 1500−→ 1700 0.13 10.5632 49.1722 0.3874 3.4941

90−→ 100 1700−→ 1900 0.14 12.2455 61.4177 0.4531 3.9472

FIGURE 6: Visual comparison of saliency detection results
with and without LPA post-processing.

4.1. Experimental Setup

4.1.1. Datasets
Like most neural network models, training our model

also requires a large amount of data. We divided MSRA-
5000 dataset [28] into 4,000 training images and 1,000 test
images. To evaluate our model, we also test our solution on
several other publicly available datasets. All these datasets
contain the corresponding pixel-level annotations. Next, we
describe briefly them.

• MSRA-5000 [28]. This is a large dataset containing
5,000 images with rich contents. It is widely used
in salient object detection. Most of images only
have a single object foreground; the background
and foreground are quite different in color, and the
background is not very complex.

• PASCAL-S [40]. This dataset was selected from the
validation set of the PASCAL VOC 2012 segmentation
challenge. It contains 850 natural images with a fairly
complex background, and it often has more than one
foreground object for most of images. It is one of the
most complex datasets in the field of saliency detection.

• ECSSD [21]. This dataset is also one of the complex
datasets containing complex scenes. It contains 1,000
complex images from the Internet.

• DUT-OMRON [19]. This is a large dataset with 5,166
complex images. It is a very challenging dataset for
saliency detection.

• HKU-IS [41]. This dataset contains 4,447 natural
images. The complexity of the image scenes is not very
high, but most of images contain multiple foreground
objects.

• SOD [21]. This dataset contains 300 complex images
from the Internet, most of which have little difference
in color between the foreground and background, and
so it is a very challenging dataset.

4.1.2. Evaluation Metrics
In order to evaluate the proposed algorithm, we adopted

several widely-used evaluation metrics: (i) precision-recall
(PR) curves, (ii) F-measure, and (iii) mean absolute error
(MAE). Additionally, we also report precision (P) and
recall (R), respectively. We binarized the saliency maps
generated by our solution to obtain the binary result Γ,
and calculate the precision and recall values through the
following formulas:

P =
|Γ∩GT |
|Γ|

,R =
|Γ∩GT |
|GT |

. (25)

In addition, F-measure is the weighted harmonic average of
P and R. It is computed as:

Fβ =
(1+β 2) ·P ·R

β 2 ·P+R
(26)

Following [42, 43, 44, 21], we set β 2 to 0.3. The MAE is
computed as:

MAE =
1

W ×H

W

∑
x=1

H

∑
y=1
|S(x,y)−GT (x,y)| (27)

where W and H are the width and height of the saliency map,
respectively; S(x,y) is the saliency value of the pixel point
(x,y), GT (x,y) is the ground truth value corresponding to
the pixel point (x,y).

4.1.3. Implementation Details
We used MATLAB R2016a to implement our solution.

Our experiments were conducted on a PC with 2.90GHz
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FIGURE 7: The results of multiscale segmentation maps, initial saliency maps, and final saliency maps. The first line: (a)
Source image; (b) image segmented by scale= 200; (c) image segmented by scale= 300; (d) image segmented by scale= 400.
The second line: (e) initial saliency map obtained by fusing the results in (f),(g), and (h); while (f), (g), and (h) are initial
saliency maps with scale = 200,300, 400, respectively. The third line: (i), (j), (k), and (l) are final saliency maps obtained
by using LPA based on the results in (e), (f), (g), and (h). The three small maps attached to the bottom of each map are three
regions (i.e., dog’s foreleg, ear, and hind leg) to be analyzed.

Intel i7-7820HK CPU and 32GB memory. We generated
randomly the value of coefficient α i

kt in [0,1], we set σ i
kt = 1,

κ = 10, and λ = 10−6. The connection coefficients Wj and
β j are randomly generated in [−1,1], and we used “sigmoid”
as the nonlinear function to activate the enhancement nodes.
We applied the SLIC algorithm to three different scales
(scale1 = 200, scale2 = 300, scale3 = 400). We compared
our proposed solution with both low-level information based
saliency detection algorithms and also deep learning based
saliency detection algorithms. For some algorithms (e.g.,
GMR [19] and GC [45]), we used the implementation
provided by authors. As for algorithms without publicly
available implementations, we directly compared the results
presented in their papers.

4.2. Experimental Results

Let N f r, N f s, and Nen be the numbers of fuzzy rules, fuzzy
subsystems, and enhancement nodes, respectively. At the
beginning, we set them to 5, 10, and 100 respectively, in
order to train our model. Yet, we found that the accuracy of
the trained model was insufficient. Then, we adjusted N f r

ranging from 5 to 30, N f s ranging from 10 to 100, and Nen
ranging from 100 to 1900. To illustrate, Tab. 1 shows our
incremental learning process when N f r = 25. The results
show that the model is favorable when N f r = 25, N f s = 70,
and Nen = 1300. In the rest of experiments, we used such a
setting, unless stated otherwise.

Fig. 7 compares the detailed results of multiscale
segmentation maps, their initial saliency maps, and final
saliency maps. As shown in Fig. 7 (a), the puppy’s foreleg,
ear and hind leg are the regions that are difficult to be
correctly judged as salient regions. In Fig. 7 (b), there are
only 200 superpixel blocks, and so the foreleg, ear and hind
leg of the puppy are not well segmented. This incurs that
the generated saliency map cannot correctly classify these
regions (see Fig. 7 (f)). Although these regions are well
segmented in Fig. 7 (c), the segmented superpixel blocks
still contain some background regions. This leads to the
misjudgment of the foreground regions connected to the
background as the background regions (see Fig. 7 (g); it
shows that the regions under the foreleg and hind leg of
the puppy are dark in color). However, Fig. 7 (d) over-
segments these regions, resulting that the saliency results of
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(a) (b) (c)

(d) (e) (f)

FIGURE 8: PR curves of different algorithms. (a) MSRA-5000; (b) PASCAL-S; (c) ECSSD; (d) DUT-OMRON; (e) HKU-IS;
(f) SOD.

(a) (b) (c)

(d) (e) (f)

FIGURE 9: Overall performance. (a) MSRA-5000; (b) PASCAL-S; (c) ECSSD; (d) DUT-OMRON; (e) HKU-IS; (f) SOD.
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TABLE 2: Comparison with existing algorithms. The comparison measures include F-measure (larger is better) and
MAE(smaller is better). The top three for the best results have been highlighted in blue, red and green.

Model
MSRA-5000 PASCAL-S ECSSD DUT-OMRON HKU-IS SOD
Fβ MAE Fβ MAE Fβ MAE Fβ MAE Fβ MAE Fβ MAE

HS 0.77 0.16 0.54 0.25 0.63 0.23 0.52 0.23 0.64 0.21 0.67 0.28
GMR 0.79 0.13 0.66 0.22 0.74 0.19 0.53 0.19 0.66 0.17 0.64 0.26
HPS 0.71 0.21 0.52 0.26 0.60 0.25 - - - - - -

BSCA 0.83 0.13 0.67 0.22 0.76 0.18 0.51 0.19 0.65 0.17 0.65 0.25
GC 0.72 0.16 0.54 0.27 0.60 0.23 0.43 0.22 0.52 0.21 0.53 0.28

BMS 0.75 0.16 0.58 0.21 0.62 0.22 - - - - - -
HCT 0.77 0.14 0.54 0.23 0.64 0.20 - - - - - -

wCtr* 0.82 0.11 0.66 0.20 0.72 0.17 0.53 0.14 0.68 0.14 0.65 0.23
PISA 0.84 0.11 0.66 0.20 0.76 0.15 0.54 0.14 0.72 0.13 0.66 0.22

SF 0.70 0.17 0.49 0.24 0.55 0.22 0.43 0.15 0.54 0.17 0.52 0.27
SR 0.43 0.22 0.40 0.26 0.38 0.26 0.25 0.18 0.34 0.22 0.44 0.30

OMSC 0.831 0.091 0.64 0.181 0.709 0.15 0.60 0.126 - - - -
LEGS 0.87 0.08 0.75 0.16 0.78 0.12 0.59 0.13 0.74 0.12 0.72 0.20
LCNN 0.79 0.12 0.65 0.17 0.71 0.16 - - - - - -
Ours 0.84 0.10 0.67 0.17 0.71 0.17 0.57 0.14 0.72 0.16 0.67 0.22

FIGURE 10: Visual comparison of saliency maps. From left to right: (a) Source Image; (b) HS [21]; (c) GMR [19]; (d) HPS
[46]; (e) MK [47]; (f) DS [48]; (g) wCtr* [23]; (h) BMS [49]; (i) HCT [50]; (j) LCNN [26]; (k) Our approach; (l) The ground
truth (GT)

these regions do not seem to be a whole region (see Fig. 7
(h)). By fusing the initial saliency maps generated by three
scales, these small and complex regions of the images can
be correctly classified as salient regions (see Fig. 7 (e)).
In other words, the saliency map with fusion compensates
for the shortcomings of saliency maps generated at different
scales. Furthermore, by applying the post-processing on

Fig. 7 (e), the final saliency map (see Fig. 7 (i)) is improved.
This demonstrates the effectiveness of the post-processing
operation. This finding is consistent with that presented in
Fig. 6. Meanwhile, Fig. 7 (i) is better than other several
saliency maps (e.g., Figs. 7 (j), (k), (l)). This further reflects
the effectiveness of multiscale segmentation.

Table 2 makes a quantitative comparison with existing
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TABLE 3: The infer time by existing algorithms

Method GC[45] HS[21] GMR[19] BSCA[35] HCT[50] wCtr*[23] NLDF[25] Amulet[15] BMS[49] LEGS[43] LCNN[26]

Time(s) 0.037 0.528 0.149 0.420 0.017 0.250 0.080 0.063 0.575 1.550 0.188

algorithms including HS [21], GMR [19], HPS [46], BSCA
[35], GC [45], BMS [49], HCT [50], wCtr* [23], PISA [51],
SF [52], SR [53], OMSC [54], LEGS [43], LCNN [26]. The
latter two methods employ deep neural networks. We can
see that, on MSRA-5000, PASCAL-S and DUT-OMRON
datsets our method can achieve a higher F-measure value and
a lower MAE value, compared against (almost) all these low-
level information based models. These results demonstrate
the superiority of our proposed solution. On the other hand,
the performance of our solution is close to deep learning
based models (see the last three lines in this table), while our
model is significantly faster than deep learning based models
in terms of both training and test time, as demonstrated
later. Further, we can understand that our model has a good
generalization ability, since we trained our model using the
MSRA-5000 dataset, while the trained model can work well
for other datasets, as shown in this table.

Fig. 8 compares the PR curves of several existing methods
including HS [21], GMR [19], BSCA [35], GC [45], wCtr*
[23], SF [52], LEGS [43] and LCNN [26]. It can be seen
that among these methods, the performance of our solution is
ranked top-2. Furthermore, Fig. 9 also reports the precision,
recall and F-measure values of these methods. In general,
our solution performs well on all these datasets.

Fig. 10 makes a qualitative comparison with several
existing algorithms. We can see that, (i) when the foreground
object is in the middle of the image (e.g., lines 1 and 7),
our approach can effectively detect the foreground region of
the image. (ii) When the object is at the edge of the image
(lines 2, 3 and 6), our approach can also effectively detect the
foreground region. (iii) When background objects’ positions
are close to the foreground objects and their colors are
similar to the foreground objects, our approach has a lower
false detection rate (e.g., line 5). (iv) When the foreground
object overlaps with the background object and the color
difference is not obvious (line 4), our approach can still
accurately detect the foreground object. In general, for
almost all these scenes, our method can always effectively
detect the foreground object and generate the saliency map
similar to the ground truth. These results further demonstrate
the feasibility and effectiveness of our solution.

4.3. Discussion

To generate 1,000 saliency maps, our solution used 1,820
seconds for preprocessing, 2.71 seconds for computation
on the neural networks, and 14.26 seconds for fusing and
optimization. Excluding the preprocessing time, the infer
time of our solution is about 0.017 seconds for a single
image on average. Table 3 summarizes the results of some
existing algorithms. It can be seen that, the infer time
of our solution is competitive. Particularly, we observed

that, most of deep learning based methods take a long
time to train their models (e.g., GBR [55] consumes 12
hours on an NVIDIA GTX-1080Ti GPU and an Intel E5-
2630 CPU processor, UCF [56] consumes 23 hours on an
NVIDIA Titan X GPU and an i7-4790 CPU, NLDF [25]
consumes about 9 hours on NVIDIA Tian X GPU, Amulet
[15] consumes about 16 hours on a NVIDIA Titan X GPU
and an i7-4790 CPU). In contrast, training our model on a
cheap computer (2.90GHz Intel i7-7820HK CPU and 32GB
memory) used about 7,310 seconds (in which preprocessing
images used 7,280 seconds, while the training process used
about 30 seconds); its training efficiency is significantly
faster than that of deep learning based models. Another
potential benefit of our model is that, increasing the number
of nodes or new data can only increase the extra training
time, unlike deep learning based models that need to re-train
their models starting-from-scratch.

5. CONCLUSION

In this paper, we have proposed a novel saliency detection
algorithm. The central idea of our method is to segment
the image into different scales, and then the extracted
features are fed to the fuzzy broad learning system for
training. We have conducted extensive experiments based
on publicly available datasets to evaluate the performance
of our proposed method. The experimental results have
demonstrated that our method can outperform most of
low-level information based saliency detection algorithms,
and its performance is close to some deep learning based
saliency detection algorithms. Particularly, our method is
significantly faster than most of deep learning based saliency
detection algorithms, in terms of training and inferring time.
In the future, we would like to develop methods to further
speedup the preprocessing efficiency, and to further improve
the quality of generating saliency maps.
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